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Evaluation of a Parallel Architecture and Algorithm for Mapping and Localization

Damian M. Lyons and Giselle R. Isner

Abstract — The Beowulf cluster approach to parallel computation offers a potentially cheap and robust source of computational power for high complexity algorithms in robotics. The challenge is to integrate this approach with the mobility and time critical response constraints of many robotic algorithms. The key contributions of this paper are: (1) introduction of a computational architecture for integrating a cluster into the control architecture of one or more robots, (2) a cluster implementation of Thrun et al’s Concurrent Localization and Mapping (CML) algorithm, and (3) presentation of results to illustrate the performance of the implemented CML algorithm and validate the architectural approach.

I. INTRODUCTION

Mapping and Localization are crucial underlying skills for a robot operating in a partially-known or unknown environment [4][17][7]. Mapping is the process of using information from the robot sensors, in addition to whatever a-priori map knowledge exists, to acquire a metric or topological map of the environment in which the robot is operating. Localization is the process of determining the robot’s location with respect to this map. A number of algorithmic approaches have been developed for acquiring and fusing sensor data (e.g., [2][6][9]) and for estimating the map and robot location (e.g., [1][5][16][17]). In general, these approaches require the accumulation of large amounts of sensory data and the repeated integration of this data with a map model.

The computational complexity of localization and mapping algorithms is polynomial $O(n^3)$ in the number of landmarks $n$, depending of course on assumptions about the difficulty of the environment, the sensor details, and the specific algorithm used, all of which can be exploited to reduce the exponent. However, the quality of navigation is impacted by the value of $n$, and it is preferable to make this large if at all possible. On the other hand, it is desirable and for some applications (e.g., [11]) essential that map information become available to the robot as quickly as possible. Because of this, it may be advantageous to exploit parallel computational resources to reduce the computation time.

Beowulf cluster technology is a cost effective approach to parallel computation. The first Beowulf cluster was built by Becker and Sterling at the Center for Excellence in Space Data and Information Sciences in 1994. Their goal was to build “COTS (Commodity Off-The-Shelf) based systems to satisfy specific computational requirements” [12]. They called their cluster of 16 off-the-shelf DX4 processors, “Beowulf,” and that name has now come to denote the entire class of COTS based cluster machines.

In this paper, we propose a Beowulf cluster architecture and algorithmic approach to address the computational needs of timely robot mapping and localization. Section II presents the overview and architecture. Section III describes the MPI implementation of Thrun et al’s CML algorithm [16]. Section IV presents performance results and metrics. Section V presents our conclusions.

II. ARCHITECTURE

The hybrid reactive/deliberative architecture (e.g., [3][10]) was designed to allow high-level deliberative reasoning to be integrated with lower-level reflexive behavior in such a fashion that the advantages of deliberation could be leveraged without slowing reactive response time. Similar issues relate to the use of parallel computation for mapping and localization. If the robot moves without any map, it is reduced to pure reactive navigation. Nonetheless, no useful map can typically be built until the robot has moved, and map computation can significantly deflect computational resources from timely reaction.

A. Hybrid Architecture for Map-Building

More concisely, these two conflicting computational needs are:

1. The mobile robot needs to be capable of timely action: moving to avoid unexpected obstacles and hazards as well as progress towards its goal.
2. The robot may need to devote many seconds of computation to produce map and localization information based on all the sensory data received.

This is a conflict similar to that that gave rise to the hybrid reactive/deliberative architecture, and we argue that a similar approach can be useful here.

Figure 1 shows our hybrid architecture for mapping and localization. The reactive component is responsible for collecting sensory data for two purposes: timely reactions and map-building landmarks. The timely reaction loop is completely within the reactive component; however, the...
map-building landmarks are transferred on a continual basis to the deliberative component. The deliberative component is responsible for taking the landmarks and asynchronously constructing a map. The map is transferred back to the reactive component on a continual basis.

A second, deliberative planning loop is shown with the dotted lines in Figure 1. This takes navigation objectives and resolves them with the aid of the map to a set of motion goals that can be sent to the reactive component. We will not address navigation planning, and it is included only for completeness.

A.1 Expectation Step. This step uses the map \( m \) to compute estimates for the robot configuration at times \( t=1,...,T \) where the sensor data measure at these times is \( o^{(t)},...o^{(T)} \) and the robot motion commands are \( u^{(1)},...,u^{(T)} \). TBF expresses the probability that the robot is in configuration \( c^{(t)} \) at time \( t \) as:

\[
P(c^{(t)} | \ d,m) = \eta P(c^{(t)} | o^{(1)},...,o^{(t)},m) P(c^{(t)} | u^{(t+1)},...,o^{(T)},m)
\]

Where \( \eta \) is a normalizer over all \( P(c^{(t)} | \ d,m) \) and where the first probability term propagates the probability going forward from a starting position; TBF denotes this term as \( \alpha^{(t)} \). The second term propagates the probability going backwards from a final position; TBF denotes this term as \( \beta^{(t)} \). Both terms can be calculated recursively as:

\[
\alpha^{(1)} = \eta P(o^{(0)} | c^{(0)},m) \int P(c^{(t)} | u^{(t-1)},c^{(t-1)}) \alpha^{(t-1)} dc^{(t-1)}
\]

\[
\beta^{(T)} = \eta \int P(c^{(T+1)} | u^{(T)},c^{(T)}) P(o^{(T+1)} | c^{(T+1)},m) \beta^{(T+1)} dc^{(T+1)}
\]

The recursion is bounded by \( \alpha^{(0)} \) which is 1 only at the origin of the configuration space, and by \( \beta^{(T)} \) which is uniformly distributed over the configuration space.

A.2 Maximization Step. This step uses the robot configuration from step one to compute the most likely map \( m^* \) using a weight likelihood ratio (how often a map location is seen as occupied). We introduce a landmark set \( L = \{ l_0, l_1 \} \) where \( l_0 \) indicates an unoccupied location and \( l_1 \) indicates...
an occupied location. The probabilistic map can then be written:
\[
P(m_t|\tilde{l}|d) = \frac{1}{T} \sum_{t=1}^{T} P(m_{t+1} = \tilde{l}|o^{(t)},c^{(t)})\alpha^{(t)}\beta^{(t)} dc^{(t)}
\]
\[
= \frac{1}{T} \sum_{t=1}^{T} \eta P(o^{(t)}|m_{t-1} = \tilde{l},c^{(t)})\alpha^{(t)}\beta^{(t)} dc^{(t)}
\]
where \(\eta\) is a normalizer.

B. MPI Implementation

The Message Passing Interface (MPI) [15] is a de facto industry standard for parallel computation. MPI provides an application library that algorithm designers can use to easily avail of parallel resources. Communication in MPI can be as basic as the individual sending and receiving of messages. However, our implementation leverages the collective communication operations of MPI: a group of processors is coordinated in an efficient manner to perform a designated operation collectively. These operations include:

- **Broadcast**: Send data from one processor to a group of processors.
- **Scatter**: Distribute data from one processor among all processors.
- **Gather**: Collect and group data from each of the processors onto one processor.
- **Reduce**: Combine the data from a group of processors using a reduction (binary, associative) operation onto one processor.

**B.1 Data Structures.** There are two key data structures: the robot configuration space \(C\) and map \(M\), both \(N\times N\) arrays\(^1\).

The map represents a square area of physical space of side length \(N\), and the spatial granularity of the map representation is therefore \(N/N\). We partition the TBF calculation in a *data parallel* fashion: Each \(N\times N\) array is divided amongst the \(P\) available processors on a row basis. Each processor is identified by a rank number \(p = 1, ..., P\). Processor \(p\) is assigned the calculations for a block of data from row \(B\_LO(p)\) to \(B\_HI(p)\) on all \(N\) columns[15]:

\[
B\_LO(p) = \frac{pN}{P} \quad B\_HI(p) = B\_LO(p+1)-1
\]

The sequence \(Dp\) of sensor measurements and \(Dm\) of robot motion for each time step \(t = 1, ..., T\) is broadcast to all \(P\) processors before the first EM iteration. The perceptual \(Mp\) and motion \(Mm\) models, represented as arrays with the same spatial granularity as \(C\) and \(M\), are also broadcast to all processors.

**B.2 EM Step One.** Step one calculates the robot configuration at each time \(t\) as the normalized product of the alpha and beta configuration estimates, \(Ca\) and \(Cb\). At initialization, \(Ca[0]\) is set to 0 except for the origin, and \(Cb[T]\) is set to \(1/N^2\) throughout. The calculation for \(Ca\) is shown in Fig. 2. Each processor steps through each time and each configuration in \(Ca\). If there is a non-zero probability of that configuration, then the motion model is used to project the time \(t\) motion from that configuration and modify the configuration probabilities accordingly. Although each processor takes care of a block of data, the resultant configuration may have probabilities set outside the block, due to direction of motion and the motion model. Therefore, all the blocks need to be added together to produce the final configuration estimate. This is accomplished by an MPI sum reduction operation, and the new configuration broadcast to all (to be ready for step two).

The calculation of \(Cb\) is similar, but backwards in time, and the final configuration estimate \(C\) is the normalized product of both.

**B.3 EM Step Two.** Step two calculates the most likely map based on the sensor readings and configuration estimate. The algorithm is shown in Fig. 3. The initial map is empty for all times. Each configuration is then used in conjunction with the sensor measurements and sensor model to calculate a weighted (by \(C[t]\)) ratio of landmark (occupied or not) observation counts. Each processor takes care of its rows in the map and a reduction operation is used to reconstruct the full map, which is broadcast to all processors for use in step one.

Iteration of step one and step two produces better estimates of the map and robot location. In our implementation, after around typically 5 iterations, the map ceased to change.

---

1 Omitting the orientation dimension for ease of presentation.
IV. RESULTS AND PERFORMANCE MEASUREMENTS

A. Map

The MPI version of the TBF concurrent mapping and localization algorithm was implemented on a 21 node Beowulf cluster. Ultrasound and odometry measurements were collected by hand from a Pioneer DX2 in a laboratory environment and used to evaluate the performance of the algorithm. The results below are for a 55x55 array.

B. Analysis of Parallel Performance

The MPI algorithm was run first on 1 processor of the Beowulf, then on 2, on 3 and so forth up to 21. A number of time measurements were made throughout the algorithm to gauge the computational demands. Figure 5 below shows the graph of total computation time. Notice that it initially falls, in a dramatic fashion as the number of processors is increased. It then evens out, falling gently. At around 16 processors, the time clearly rises again.

This effect is due to the tradeoff between the increasing advantage of parallelism, and the increasing disadvantage of communication costs (the reduction and broadcast operations).

The speedup of a parallel algorithm is defined as the sequential time $T_s$ divided by the parallel time $T_p$ when running in parallel on $P$ processors. This is a measurement of the advantage gained by parallelism. The efficiency $\epsilon$ is defined as the speedup divided by the number of processors, and this is a measure of processor utilization:

$$\epsilon = \frac{\psi}{P} = \frac{T_s}{T_pP}$$

Figure 6 shows these measures for one map iteration. Speedup improves initially - this is the Amdahl effect: computation complexity is typically higher than communication complexity, and hence addressing the computation with parallelism shows good returns initially. There is a peak speedup $\psi = 5.26$ for 14 processors. Note however, that the efficiency falls off with the number of processors. At peak speedup, the efficiency is $\epsilon = 0.38$. This phenomenon is typical for parallel algorithms [15]; however,
it can be due to either an algorithm with limited opportunity for parallelism, or due to architectural or parallel overhead considerations. Clearly if the former is the case, then the approach with limited opportunity for parallelism, or whether it is due to the increasing parallel or architectural overhead. If the value of $e$ does not change significantly with increasing architecture and algorithm we propose in Fig. 1 is not appropriate.

C. Karp-Flatt Metric

Whether an algorithm is a good candidate for parallelism can be judged by looking at the Karp-Flatt metric [8]. For a parallel algorithm with speed $\psi$ on $p$ processors, the experimentally determined serial fraction is defined as:

$$e = \frac{1}{p} \frac{1}{1 - \frac{1}{p}}$$

This metric measures the parallel overhead experienced by an algorithm and we can analyze the performance of the MPI KPF implementation using it. After peak speedup, we noted that the speedup decreases quickly to very disappointing levels. We must ask the question whether this is due to an

Fig. 7 shows the Karp-Flatt metric for one iteration of the algorithm on the 55x55 map size. The metric is constant for the period of increasing speedup, and increases dramatically for the period of decreasing speedup. The phenomenon shown in Fig. 6, therefore, is purely a function of parallel overhead, most likely increasing communication time.

D. Breakdown of Measurements

The graphs below show the breakdown of measurements between the calculation of alpha, beta, configuration reduction, and then map construction and reduction.
Fig. 8 shows the breakdown for step one, and Fig. 9 the breakdown for step two. In Fig. 8, note that the C/β calculation is the dominant component of total time up to the peak speedup. After peak speedup, the configuration reduction (mainly a communication operation) becomes dominant. This evidence explains the Karp-Flatt results in Fig. 7. Note also, that the Cα calculation increases substantially after the peak speedup.

Fig. 8 shows the breakdown for step two. This has almost no effect on the total timing as it is an order of magnitude smaller than the step one times.

V. CONCLUSION

The goal of cluster technology, supercomputing performance at off-the-shelf prices, is one that is directly in tune with the current needs of robotics and computer vision. Inexpensive, high performance computing is one crucial factor in building robots that can sense and respond effectively to events in their new range of unstructured environments. The additional computing power can be used to process sonar and visual information more quickly or more thoroughly; it can be used to recognize and track additional features of the robot’s environment; and it can be used to pick better action strategies, even considering those based on past performance and observations.

In this paper we introduce an architecture for incorporating cluster technology. We demonstrate a cluster implementation of a concurrent mapping and localization algorithm, and we analyze the timing and performance of the algorithm. We use timing results and parallel performance metrics to show that the architecture and algorithm can effectively exploit parallelism.

Our results are for one, relatively small map size and for a short path in an indoor room. The next step is to analyze a range of maps sizes and also path sizes. We chose the KBF algorithm for its implementation ease. However, we note that potentially faster approaches exist [13] and our goal is to implement and analyze one of these.
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